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5. The Floyd algorithm runs in O(v^3). Kruskal time complexity worst case is O(E
log E),this is because we need to sort the edges. Prim time complexity worst
case is O(E log V) with priority queue or even better, O(E+V log V) with
Fibonacci Heap. Dijkstra calculates the shortest path tree , so the result is not
necessarily a minimum spanning tree, the algorithms compute different things(
but if we implement it with Fibonacci heap priority queue , it gives O(|V|log|V| +
|E|)). In conclusion , we should use Kruskal when the graph is sparse, i.e.small
number of edges,like E=O(V),when the edges are already sorted or if we can sort
them in linear time.

6. First , we sort jobs by their profit .

work deadline profit

3 3 60

7 1 55

6 1 45

1 2 40

4 2 20

2 4 15

5 3 10

Now we solve the problem using the Greedy method . Maximum deadline is 4 , so we have 4
slots of time that we can do the jobs within it .

0-------1-------2-------3-------4

Job Considered Slot assigned Solution Profit

j3 [2,3] j3 60

j7 [2,3] [0,1] j3,j7 115

j6 (X) [2,3] [0,1] j3,j7 115

j1 [2,3][0,1][1,2] j3,j7,j1 155

j4(X) [2,3][0,1][1,2] j3,j7,j1 155

j2 [2,3][0,1][1,2][3,4] j3,j7,j1,j2 170

j5(X) [2,3][0,1][1,2][3,4] j3,j7,j1,j2 170

So we can do the set of { j3,j7,j1,j2 } and the maximum profit is 170 !


